years since 1990. Thus, the year 1990 was recorded as year 0. They fit a least squares regression line to the data. The
graph of the residuals and part of the computer output for their regression are given below.
d. |s a line an appropriate model to use for tﬁ\ese data? What information tells you this?

b. What is the value of the slo;e of the least squares regressmn lme" Interpret the s!ope in context of this

situation. P

* L] ! - * I? €- a ". . * + .
C.  What is the value of the intercept of the least squares regt:eslsmn line? Interpret 1n.the context of this situation.
" J : * i .i' » i 'IL J I!_-. ' K 4 - | .

.
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8. What is the predicted number of commercial

1 7 -293243% 123”

nﬁ, What was the actual number of comm rc:1al a1(3

i

| =
-

the data is shown below. A plot of the residuals is provided as well.

Dependent variable 1s; percent killed
R scuared = 97 2‘11: R squared (sdjusted) = 96.9%
s= L0500 with 14 — 2 = 12 degress of fresdoin

p P A-v 7]

i i .,.'.--. o n ':;..;‘ .-'i
! - v o b. If someone uses this equation to predlct the percentage of weeds killed when 2.6
- = teaspoons of \ygl killer are used Wthh of the following would you expect?

Is expected to be too large.

5. Good runners take more steps per second as they speed up. Here are the average numbers of steps per second for a
The speeds are tn feet per second.

group of top female runners at different speeds.

Seurce

Regressdon

Restelual

Yariable
Censtant

Sun of
Sguares
£330(:.16
243.589
Ceocllisont
-20.5893
24.302¢

No. T2a3pocns

: * a. What is the equation of the least squares regression line given by this analysis? Py

N\, o, Define - any variables used in this e
e
{ W O

SUbStItUtES X = 2.6 into the regression equation to get a predicted value of 42.83224, and notes
that the residuals around the predicted value of 42.8 (or the middle of the predicted values)
are negative. Concludes that since the residual for this prediction is negative, the prediction

craft flying in 19927
YR b e N L

craft flying in 19927

- Mgl 104> Mo

4. Ina study of the application of a certain type of weed killer, 14 fields containing large numbers of weeds were treated.
The weed killer was prepared at seven different strengths by adding 1, 1.5, 2, 2.5, 3, 3.5, or 4 teaspoons to a gallon of
water. Two randomly selected fields were treated with each strength of weed killer. Aﬁer a few days, the percentage
of weeds killed on each field measured. The computer output obtained from fitting a least squares regression line to

qua)\on
'{H e r-‘\ 0

L

29392

Comw
pXVE b . ql.u fop

Mean
df Square F-ratio
1 3330.16 410
L2 20.2990
5.0, #f Ceoff t-ratio Prob
3.242 -8.35 < 0.6001
204 20.3 < (.00

)

- a0 559 232938290 04 W

Speed (ft/s) 15.86 16.88 17.5

18.62

19.97 21.06 22.11

Steps per second | 3.05 3.12 3.17

3.25

3.36 3.46 8O

oo oW

your answer. Would » stay the same?

Spreed vs 5'*\"(‘3

is not a good fit.

You want to predict steps per second from running speed. Make a scatterplot, and describe the pattern.

Find the least squares regression line of steps per second on running speed.

How well does your LSRL fit your data? Justify and support your conclusion.

If you want to predict running speed from a runner’s steps per second, would you use the same line? Explain

¢) Residual Plot is curved so LSRL
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